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I. INTRODUCTION

On August 15, 1947, the International Military Tribunal formulated the Nuremberg Code in response to the atrocities that the Nazis perpetrated, in the name of science, in concentration camps during World War II.1 The Nuremberg Code represented the foundation for the ethics of human medical research.2 In the first trial conducted by the Military Tribunal after the war, the defendants were twenty-three Nazis accused of conducting medical experiments on concentration-camp inmates.3 Often, these experiments resulted in death or mutilation. The Tribunal accused these defendants of murder and torture. Twenty of the twenty-three defendants were doctors. These individuals were well-educated, and some were renowned scientists prior to the war. At the conclusion of the trial, sixteen
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defendants were found guilty and seven executed. The Tribunal then set forth the Nuremberg Code, which provided guidelines for ethical medical research.4

This code empowers the subject in human research to decide whether or not to participate. Informed consent is an absolute requirement.5 No longer is the physician/researcher the exclusive guide to research ethics, nor is the Hippocratic Oath6 the sole protection of human research subjects. The subject’s free will to give informed consent is an additional protection of the individual.7 Given the Nazi experimentations, it is clear that society cannot rely on physicians/researchers to self-regulate and pursue research ethically. The physician’s tenant of “do no harm” does not apply to research in the same manner as it does to treatment.8 Human rights protection in medical research is woefully inadequate. As history all too frequently demonstrates, society cannot rely solely on the conscientious, ethical researcher to protect human research subjects.

This article will examine the factors involved in medical research, particularly the aspect of informed consent as applied to research performed by physicians. The issue of major concern will be the subject’s ability to give truly informed consent in situations where the treating physician assumes the dual role of researchers. This article will ask if physicians can assume this dual role without violating the Nuremberg Code; and whether individuals can be both subjects and patients without sacrificing their free will and autonomy. This article will argue that the tensions in these dual roles are at odds with the fundamental values of law and society, and that current federal regulation and judicial remedies are inadequate to protect research subjects. This article proposes a per se rule that prohibits treating physicians from assuming the dual role of researcher. Society must reassess its values to protect individual subjects, but also allow science and medicine to progress. Above all, society should never allow individuals to be treated merely as means to an end, or allow researchers “to treat their fellow human beings as less than beasts.”9

Part I of this article will explore the importance of informed consent and its basis in law and society. Part II will discuss the definition of informed consent and its legal implications. Part III will analyze the history of informed consent, its abuses, and the judiciary’s legal responses. Part IV will explore the problems with the current legal requirements for informed consent in medical investigation and will suggest changes that will satisfy the requirements of the Nuremberg Code.

---
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PART I. THE IMPORTANCE OF INFORMED CONSENT AND ITS BASIS IN OUR LAW AND SOCIETY

The requirement of informed consent prior to medical treatment or investigation allows for individual autonomy and self-determination. These values are fundamental in society and government. The interest of society cannot be placed above individual freedoms unless an overriding state interest exists. It is unacceptable to sacrifice the rights of one individual for the benefit of others, or the benefit of society as a whole. As a society, we do not embrace utilitarian principles, but instead we believe that liberty, autonomy, and self-determination should guide law and society. The preamble of the United States Constitution stresses liberty. The Fourth and Fourteenth Amendments of the US Constitution establish individual rights and exemplify the fundamental importance of individual autonomy in society, government, and history.

The United States Supreme Court generally upholds the fundamental rights of individual autonomy and self-determination. The Court recognized the pregnant woman’s right of autonomy in Planned Parenthood of Southeastern Pennsylvania v. Casey and in Thornburg v. American College of Obstetricians and Gynecologists. In the “right to die” cases, Washington v. Glucksberg and Cruzan v. Director, Missouri Department of Health, the Court recognized autonomy and self-determination as fundamental rights. The Court created a notable exception to the protection of individual rights in the military context. In United States v. Stanley, the majority found that the LSD experiments, conducted by the military with soldiers as uninformed subjects, were not open to judicial intrusion. Justice Brennan dissented, stressing the violation of individual rights. Brennan argued that, without a showing of an overriding governmental interest, these experiments could not be
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In United States history and in current society, autonomy and self-determination are guiding principles. The regulation of potentially dangerous activities and social funding illustrate their importance. The choice of whether or not to engage in hazardous activities belongs to the individual. While the state or federal government may require disclosure or regulation of certain risks, the government does not proscribe dangerous activities. Granted, some legislation is paternalistic, but only when a governmental interest overrides the individual’s right to autonomy.

Society allows individuals to make lifestyle decisions, such as choices about whether or not to seek health care. One is free to undergo or to refuse treatment for disease or injury, even if such a decision results in death. After examining history and current law, it is clear that autonomy and self-determination are highly valued and fundamental rights in the United States.

The advancement of medical knowledge, specifically in scientific investigation, is not a fundamental right in our society. While the federal government spends money to spur medical research, neither funding nor scientific research is a recognized right. In fact, federal funding spurts federal regulation to limit research to comply with current ethical and legal standards. Congress, through the Department of Health and Human Services, further restricts research under the Commerce Clause's authority. Congress can thus regulate all experiments involving medical devices or drugs not yet approved by the FDA, regardless of who funds the investigation. The right to experiment is not automatic. This right must be earned by following the appropriate federal regulations, which are an attempt to protect individual subjects physically and to preserve their free will and autonomy. This situation is different than the rules governing the fundamental rights of self-determination and autonomy, which are automatic, unless an opposing, compelling governmental interest exists.

PART II. THE DEFINITION OF INFORMED CONSENT AND ITS LEGAL IMPLICATIONS

To give informed consent, the individual must be in a position to freely agree to the suggested course of action. The Belmont Report, a federal commission summarizing the basic ethical principles underlying medical research involving human subjects, lists the requirements of informed consent as information, comprehension, and voluntary assent. Black’s law dictionary defines informed consent as “a person's agreement to allow something to happen (such as surgery) that
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is based on a full disclosure of facts needed to make the decision intelligently; i.e.,
knowledge of risks involved, alternatives, etc.31 For a patient/subject to agree to a
course of action requires that he or she understand the implications of pursuing that
action. One must understand to be informed.

The frequent assumption that mere disclosure fulfills the understanding
requirement of informed consent is in incorrect. The disclosure of a consent form,
for either treatment or research, only pays lip service to the necessity of
understanding. A physician who merely recites a list of risks, benefits, and
alternatives does not aid the patient in understanding. Informed consent cannot be a
passive process, and requires that the subject be an active participant in the decision
to undergo a course of treatment or scientific study.32 Active participation requires
that the individual patient/subject is able to manipulate information relevant to the
treatment or study, so that he or she can predict the consequences of participation.
For a research participant to be truly informed, he or she cannot rely on the advice or
suggestions of the investigator without understanding the implications of
participating (or refusing to participate) in the study.33

The federal regulations do not address the process of obtaining informed consent,
nor does it define informed consent.34 The rule does outline the eight requirements
of informed consent necessary for federally funded research.35 Informed consent in
research must be fully informed, a stricter standard than required in treatment.36 In
research, the subject’s decision is whether or not to participate in an experiment with
an unknown outcome. This uncertainty makes the requirement of fully informed
consent critical. The risk that subject takes is not wholly for the subject’s benefit.
Understanding is dependent on the subject, not the investigator alone. While
disclosure by the investigator is required, comprehension by the subject is
essential.37 This article will explore the requirements of understanding and
voluntariness in obtaining informed consent.

A. Understanding:

The judiciary addressed the requirement of understanding in the context of both
patient research and treatment. The history of informed consent in treatment is
based predominantly in the common law, whereas the history of law regarding
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32 T.H. Moseley et al., Effects of presentation method on the understanding of informed consent, 90(8)
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37 See generally Moore, supra note 36, at 483-85 (finding that doctors breached their duty of informed
consent by not disclosing their intent to use patients’ cells for medical research).
research is predominantly statutory. The requirement of informed consent in
treatment evolved from early cases regarding the law of battery. The plaintiff’s
advantage in battery claims was that injury was not required for a successful suit; the
only requirement necessary was un-consented touching by the physician. In
Schloendorff v. Society of New York Hospital, the Court of Appeals of New York
established the reasonable physician standard as the standard for disclosure. This
standard allowed physicians to determine the amount of information to disclose.
Under this standard, patients relied on the beneficence of physicians to act in their
best interest. In effect, this standard permitted physicians to hide behind their
professionalism. Physicians, as a group, controlled the dissemination of their
specialized knowledge and expertise. Patients could not determine what
information might enable them to make an informed decision regarding treatment.

The standard required for disclosure in medical treatment evolved to the
reasonable patient standard in many jurisdictions. The standard became firmly
established in Canterbury v. Spence. The standard required the disclosure of all
information material to the reasonable patient’s decision. The United States
District Court for the District of Columbia reasoned that the predominant issue was
what was important to the patient, not what was important to physicians. Otherwise,
the physician could remain in control and withhold facts essential to the patient’s
decision. In this manner, physicians could manipulate decision-making by patients
and restrict patient autonomy. The paramount issue was not whether or not the
patient consents, but the physician’s manipulation of the process. The Canterbury
court briefly discussed, but dismissed, the subjective patient rule, finding that this
standard would leave physicians without any guidance. Under the subjective
patient rule, doctors could not anticipate the correct information to disclose. Patients
who experienced bad outcomes could easily argue that they would not have
consented to the treatment if their doctors had told them “X, Y, Z.” This standard
could potentially open the floodgates on litigation, leaving physicians at the mercy of
their patients.

For a cause of action for the violation of informed consent, it is required that the
patient suffered harm. The patient must then show that, if the risk were disclosed
and understood, he or she would not undergo treatment. There are exceptions to the
requirement of informed consent in medical treatment, such as for therapeutic
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were unable to request the penicillin necessary to cure syphilis, being unaware of their condition).
44 Id.
45 Id. at 790-791.
privilege\textsuperscript{46} and emergency. However, these exceptions are necessarily limited so as not to swallow the rule.

The requirement of informed consent in research initially followed the common law rule of informed consent in treatment.\textsuperscript{47} This choice should solely be the subject’s decision.\textsuperscript{48} Part IV of this article will further explore this proposition in connection with the interest and intent of the parties. Early case law suggested that any deviation from the standard practice of treatment constituted negligence, regardless of whether or not informed the physician obtained informed consent.\textsuperscript{49} The courts spurned experimentation; therefore, any deviation from accepted practice put the doctor at risk.\textsuperscript{50}

Some courts began to accept deviation in the interest of advancing medical knowledge. In\textit{Fortner v. Koch}\textsuperscript{51} the Supreme Court of Michigan noted that “if the general practice of medicine and surgery is to progress, there must be a certain amount of experimentation carried on; but such experiments must be done with the knowledge and consent of the patient . . . and must not vary too radically from the accepted method or procedure.”\textsuperscript{52} Later courts applied the standard for malpractice negligence to informed consent in research.\textsuperscript{53} The amount of required disclosure depended on the jurisdiction’s standard for medical malpractice. This standard was either the reasonable patient or the professional standard. In\textit{Whitlock v. Duke University}\textsuperscript{54} the United States District Court for the Middle District of North Carolina adopted a stricter standard of disclosure for non-therapeutic research.\textsuperscript{55} The court required disclosure of all reasonable foreseeable risks.\textsuperscript{56} In\textit{Human Experimentation and Human Rights}, Jay Katz suggested that the required standard should be the full, informed consent of the reasonable subject.\textsuperscript{57}

\textsuperscript{46} Molson Medical Informatics Site on Biomedical Ethics & Law in Clinical Practice, http://sprojects.mmi.mcgill.ca/ethics/definitions.htm (last visited September 7, 2006) (“therapeutic privilege (therapeutic exception) [is] a rare situation, in which the physician may be excused from disclosing information to a patient when there is sufficient evidence that the patient is not psychiatrically or emotionally stable to handle the information, that the disclosure of information itself would pose serious and immediate harm to the patient, such as inducing some physiologic response such as a heart attack or prompting suicidal behavior”).


\textsuperscript{48} See Karine Moran, The Standard of Disclosure in Human Subject Experimentation, 19 J. Legal Med. 157, 221 (1998) (concluding that “[o]nly a distinct and strict rule on full disclosure can protect the principle of autonomy of human research subjects…”).

\textsuperscript{49} Jackson v. Burnham, 39 P. 577, 580 (Colo. 1895) (“if a physician sees fit to experiment with some other mode, he should do so at his peril”).

\textsuperscript{50} See generally ARNOLD J. ROSOFF, INFORMED CONSENT A GUIDE FOR HEALTH CARE PROVIDERS (1981) (noting judiciary’s distaste for experimentation without informed consent).

\textsuperscript{51} 261 N.W. 762, 765 (Mich. 1935).
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\textsuperscript{53} Gaston v. Hunter, 588 P.2d 326, 350 (Ariz. Ct. App. 1978) (“in malpractice, the duty of the physician to disclose is determined by the normal practices of his profession in the particular community”). In this case, the court does not attempt to differentiate experimental or novel procedures from standard treatment.

\textsuperscript{54} 637 F. Supp. 1463, 1471 (M.D.N.C. 1986), aff’d, 829 F.2d 1340 (4th Cir. 1987).

\textsuperscript{55} Id. at 1471-72.

Thereafter, the assumption that only medical or research experts could determine what was adequate disclosure ended in many jurisdictions. While experts or professionals are required to determine the scientific appropriateness of the investigation, they are not in a position to determine the adequacy of disclosure to the subject.57 The Nuremberg Code, Canterbury and Moore stated this change.58 In Moore, the patient underwent a splenectomy, believing that operation’s only purpose was treatment.59 However, the physician used the cells from his spleen to create a cell line and monoclonal antibodies,60 but never disclosed these experimental aspects to Moore.61 The physician/investigator benefited economically and professionally.62 The Supreme Court of California found a fiduciary duty in the doctor-patient/researcher-subject relationship.63 As a result, the court ruled that the physician breached his duty of informed consent and of his duty to disclose all material facts in obtaining consent.64 These material facts included any economic benefit and personal interests to the investigator.65

In a similar Canadian case, the court ruled that the information provided to a research subject was inadequate to constitute informed consent.66 While the subject believed that the experiment’s risks were minimal, in truth, the risks were unknown. The researchers informed the subject that he would only be injected with a needle in his arm. The subject was not told that he would undergo heart catheterization. The court differentiated the standard of disclosure in medical experimentation from that in treatment, stating that “the subject …; is entitled to a full and frank disclosure of all the facts, probabilities and opinions which a reasonable man might be expected to consider before giving his consent.”67 The Halushka court concluded that the information provided was inadequate for the subject to make an informed decision regarding whether to participate in the experiment.68

These sporadic tort cases reflecting inadequate disclosure and failure to fulfill the requirement of patient understanding gave way to international codes and federal regulations. However, the case law for failure to fulfill the requirements of informed consent remains sparse in both federal and state courts. This article will outline the evolution of regulatory control in Part III: Responses to Abuses.

57 See id. (discussing the information that doctors should give patients when obtaining informed consent); See also Goldner, supra note 47, at 88 (involving human experimentation and informed consent).
58 Nuremberg Code, supra note 5, at 181-82; Canterbury, 464 F.2d at 786-787; Moore, 793 P.2d at 481-83. This shift presented an inherent problem in the current make-up of Institutional Review Boards, which the article will address below.
59 Moore, 793 P.2d at 481.
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61 Id. at 483.
62 Id. at 482.
63 Moore, 793 P.2d at 485.
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67 Id. at 617.
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B. Voluntariness:

The requirement that consent be voluntarily given does not receive much judicial attention. This principle of voluntary consent flows from the rights of autonomy and self-determination, and is analogous to tort principles and the requirements against coercion and overreaching. The Nuremberg Code stresses the voluntary requirement of informed consent, as does the Belmont Report. Ethical literature and law reviews discuss the effect of the researcher-subject relationship. This relationship can dramatically affect the ability of individuals to act in a voluntary manner. Relationships often change the manner in which individuals make decisions and interpret information. When someone we trust suggests a course of action, the resulting decisions are not entirely self-determined because we assume the other person has our best interests in mind.

This article will not discuss experiments conducted on designated vulnerable populations in detail, but simply analogize patients as vulnerable subjects. Studies performed on prisoners, the mentally ill, the chronically ill, and children violate the subject’s ability to give informed consent. These subjects are in a position of coercion or overreaching. Perhaps these subjects feel as though they could not refuse to participate in research. Consequently, their decision to participate in research is not voluntary. The unequal footing of knowledge between physician/investigator and patient/subject, along with the patient’s reliance on physician’s beneficence, makes the patient a vulnerable subject. An ill or dying patient is easily vulnerable to the promise of an experimental treatment, particularly when his or her treating physician suggests participation. The patient’s assent in such a situation is prejudiced and not truly voluntary. Patients, used as subjects, often interpret the suggestion of research participation as a treatment

---

70 See Nuremberg Code, supra note 5 (defining voluntary consent as requiring that the person have legal capacity to consent, the power of free choice, and the sufficient knowledge and understanding necessary to make an informed decision); Belmont Report, supra note 8 (discussing what makes consent voluntary, specifically that the decision must be made free from coercion and undue influence).
71 See JAY KATZ ed., EXPERIMENTATION WITH HUMAN BEINGS 323-434 (Russell Sage Foundation 1972) [hereinafter Katz on Experimentation] (a compilation of articles and cases discussing the consequences of research to subjects and how these consequences should affect the authority of the investigator); Karine Morin, The Standard of Disclosure in Human Subject Experimentation, 19 J. LEGAL MED. 157, 216-218 (1998) (describing the researcher-subject relationship and how it differs from the doctor-patient relationship, despite the fact that both have been described as fiduciary); Franklin G. Miller, Professional Integrity in Clinical Research, 280 J. AM. MED. ASS'N. 1449, 1452-1453 (1998) (discussing the relationship between physician investigators and patient research volunteers and the conflicting positions that both parties find themselves in with respect to having both a doctor-patient and a researcher-subject relationship).
73 Barrett v. United States, 798 F.2d 565, 574 (2d Cir. 1986).
75 Katz on Experimentation, supra note 71, at 633, 1007-10 (discussing the Willowbrook State School on Staten Island Hepatitis study where retarded children were injected with a strain of hepatitis).
76 Id.
recommendation from the care provider. It is unethical for the treating physician to exploit the trust derived from the doctor-patient relationship for the benefit of research. Subjects continue to assume that the suggestion of participation comes from their treating physician. Patients believe their physicians keep their best interest in mind when offering experimental treatments. Thus, the conflict derived from the dual physician/researcher role removes the voluntariness required to obtain the informed consent of a patient-turned-subject.

PART III. ABUSES OF INFORMED CONSENT AND RESPONSES TO THE ABUSES

A. Abuses:

The atrocities committed by the Nazi doctors sentenced during the Nuremberg Trial, in the name of science, served as the modern starting point for the medical ethics dialogue on human experimentation. During World War II, doctors tortured and mutilated imprisoned individuals, often resulting in death. They submerged concentration camp inmates in freezing water to test how long these individuals could survive. Other subjects suffered mutilation at the hands of surgeons. These people were used merely as means to an end. The Nazi doctors justified their experimentation with the goal of advancing science. The Nuremberg Code was formulated as a response to the Doctors' Trial. The code consisted of ten rules, or the ten “commandments” of ethical human research. The code established standards to use in evaluating the study’s scientific value and purpose in eight of its rules. The remaining two rules focused on obtaining informed consent.

In the United States, violations of the Nuremberg Code occurred before, during, and after the Doctors’ Trial. The Public Health Service (PHS) ran the infamous Tuskegee Syphilis Study between 1932 and 1972. The study took place in rural Macon County, Alabama, a community of poor African-Americans. The study’s goal was to observe and to categorize the natural history of syphilis in order to

77 P.S. Appelbaum, False Hopes and Best Data: Consent to Research and the Therapeutic Misconception, HASTING CENTER REP., April 1987, at 20, 21; Letter from Niels Lynoe, Umea University Sweden to The New England Journal of Medicine, 344 NEW ENG. J. MED. 460, 460 (Feb 8, 2001); Amelia L. Schultz, Are Research Subjects Really Informed?, 23 W. J. MED. 76, 78-80 (1975).
80 See Nuremberg Code, supra note 5 (defining legitimate medical research, first written in the Doctors’ Trial, one of the Nuremberg Trials at the end of World War II conducted in response to human experimentation conducted by the Nazis).
81 See Shuster, supra note 9 (quoting the Nuremberg Code in its entirety).
82 See Nuremberg Code, supra note 5 (establishing a code of ethics for human research in rules 2-8, 10).
determine if the disease progressed differently in blacks and whites. The subjects were 399 black men with syphilis, and 201 control subjects. These men were never informed that they were part of a study, and therefore, they never consented to be in the study. In the 1940s, when penicillin became available, these men were not treated. In fact, the PHS went to great lengths to prevent the subjects from obtaining treatment. Although peer reviewed medical literature published parts of the study, there was never an objection from the medical community. Tuskegee openly violated the absolute requirement of informed consent in the Nuremberg Code. The study had a flawed ethical and scientific basis, which did not satisfy those requirements of the Code. The Tuskegee example made it clear that society cannot rely on those in positions of authority, specifically physicians, to act in the best interest of subjects.

The beneficence of physicians cannot be relied on in the research arena. The Tuskegee physicians/researchers exhibited no respect for the autonomy of their subjects, but rather used their professionalism to exploit subjects. Even after its exposure, some of these physicians continued to defend the study. These subjects lived in the poor, rural, segregated south, they were obedient to authority, and they were vulnerable. The study was their only access to health care therefore, even if the subjects consented to the study, their consent was not voluntary.

Events from the Jewish Chronic Disease Hospital in Brooklyn demonstrate how physicians/researchers often put research above the best interest of patients. At this hospital, physicians injected cancer cells into twenty-two elderly and debilitated patients without the patients’ knowledge or consent. The study’s goal was to examine how quickly the patients could reject the cancer cells. Physicians performed these injections using an experimental protocol, to advance scientific knowledge, with no intention of treating the patients and the hospital approved the study.

Prisoners are another vulnerable class that has often been subject to experimentation. Consent obtained from prisoners is not voluntary and informed because these individuals are a captive population, eager to earn whatever money possible. The situation of confinement makes it impossible for prisoners to make a decision based on free will. The prisoners might receive special benefits for research participation that can ease their quality of life. They might feel obligated to participate, in which case the experiments erode their ability to exercise autonomy.

---

84 Id.
87 JONES, supra note 83, at 5.
88 See Hyman, supra note 74, at 339 (discussing the failure of a physician to disclose information from a research study).
89 Id.
90 Id.
91 HORNBLUM, supra note 72 (recounting the questionable experimentations on prisoners that occurred at the Philadelphia Holmesburg Prison from the mid-1940s until 1974).
prisoners in 1978 under guidelines for “Protection Pertaining to Biomedical and Behavioral Research Involving Prisoners as Subjects.”

B. Case Law:

The case law pertinent to the violation of informed consent in experimentation consists of relatively few tort cases. In *Burton v. Brooklyn Doctors Hospital*, doctors treated a premature infant a high concentration of oxygen as part of a study to determine if lower concentrations of oxygen than normally given were sufficient to prevent brain damage while preserving the baby’s eyesight. The doctors made no attempt to get informed consent from the baby’s parents. The hospital running the experiment performed prior studies showing that high concentrations of oxygen given to premature infants caused blindness. The Appellate Division of the New York Supreme Court found that no medical reason existed for giving a child high oxygen, except for the random allocation process required by the study. The court also found that the physicians improperly failed to inform the parents of the risks, and held in favor of the plaintiff.

The medical profession argued that investigators guided by ethical concerns and the beneficence of physicians will guide researchers. Violations of that protection of patients, such as those in *Burton*, are not as rare as one might suppose. In 1966, Henry Beecher, a prominent anesthesiologist from Harvard, published a landmark article in the New England Journal of Medicine. In this article, Beecher outlined his concerns about the ethics of medical research. He detailed twenty-two studies that violated informed consent, using them as examples of how the push for evidence-based medicine increased ethically wrong behaviors in medical research. Prior to general application of new procedures, researchers experimenting with subjects are required to show the benefit of the new therapies. Beecher expressed concern that newly available sums of money for research, coming from hospitals and the National Institutes of Health, could increase the ethical and informed consent violations in human research. In discussing the issue of consent, Beecher pointed out that a patient will almost always consent to any request their physician makes. However, most patients will not “agree to jeopardize [their] health or [their] life for

---

93. Goldner, supra note 47, at 88.
95. Id. at 877, 879.
96. Id. at 879.
97. Id.
98. Id. at 882.
101. Id. at 1354 (including lack of total explanations of risks to patient, lack of knowledge of participation in study, and treatment for the benefit of patients in general rather than the specific patient’s benefit).
102. Id.
103. Id. at 1355.
104. Id.
the sake of science. To protect the patient/subject, Beecher suggested investigators always strive for fully informed consent, and clarify that the patient/subject is participating in an experiment. Beecher deemed the second safeguard the more reliable of the two, which would be “the presence of an intelligent, informed, conscientious, compassionate, responsible investigator.”

Beecher did well to identify the issues at such an early stage in the race for medical advancement. The funding for medical studies through federal programs, including the National Institutes of Health, increased dramatically since the publication of Beecher’s article. Perhaps of greater concern is the current trend for research funding from private sources, such as medical device manufacturers and pharmaceutical companies, who are funding increasing amounts of research. Privately funded human research trials are often joint ventures with academic institutions or private physicians. This private research leads to increased pressures on physicians/researchers, who now must recruit subjects to fulfill their obligations to outside agencies. The financial stakes are increased as federal funding is becoming harder to obtain. To continue to remain academically productive, physicians/researchers are driven to join forces with companies, whose goal is to promote a specific product. It is unlikely that the investigator remain independent and unbiased in the face of financial pressures. Even if the physicians/researchers could remain unbiased, treating physicians should never suggest that a patient participate in such a study. They could not fulfill the requirements for obtaining informed consent, even after disclosing their interests fully. Specifically, the physicians’ relationships with their patient would interfere with the patient/subject’s ability to make a free and informed decision. These and other potential problems in informed consent and human experimentation led to federal legislation for regulating scientific investigation. The response to investigators’ breaches of ethics predominantly occurred through the federal legislature.

C. Responses:

The response to breaches in medical research ethics began with the Nuremberg Code, which formed the basis for much of the law on human research ethics and regulation. Eight of the rules in the Nuremberg Code addressed the ethics of a research project itself, and focused on the scientific validity and safety of the proposed investigation. These criteria were best determined by scientists who understand the study’s science and the methodology.

The two remaining rules focused on informed consent, and thereby empowered
the subject by protecting human rights.112 No longer was the research subject at the mercy of the investigator because the researcher had the affirmative duty to make certain that the subject is truly informed.113 The investigator could not delegate this responsibility with impunity. Rule number one addressed the requirements of informed consent,114 and Rule number nine required that the subject have the right to terminate the experiment.115 For the first time, these rules suggested that the research subject should be empowered with respect to participation in studies, and no longer rely solely on the ethics of researchers. The Nuremberg Code made the requirement of informed consent inviolate. There was no balancing of personal autonomy with the benefit of scientific research to society as a whole, and there were no exceptions to the prerequisite of informed consent. Based on the evidence in the Doctors’ Trial, it was clear to the world that society could not rely on the ethics of researchers, particularly physicians, to protect the best interest of human research subjects.116 The authors of the Code gave research subjects the power to consent after full disclosure and to terminate the research at will.

The World Medical Association (WMA) introduced the Declaration of Helsinki in 1964.117 In the introduction, the WMA defines the acceptable purposes of human research as the improvement of “diagnostic, therapeutic and prophylactic procedures and the understanding of the etiology and pathogenesis of disease.”118 The Declaration of Helsinki makes a distinction between therapeutic and non-therapeutic research.119 The requirement of informed consent is explored in Basic Principle #9 of the Declaration of Helsinki.120 Basic Principle #10 applies specifically when the subject is in a dependent relationship with the investigator. If the Declaration of Helsinki is applied, the voluntariness of the patient/subject’s consent is lost. In such a situation, the patient’s consent is invalid until an independent physician, not engaged in the investigation, obtains the patient’s informed consent.121 Unfortunately, Part II of the Declaration of Helsinki, dealing with clinical research, erodes the right of autonomy of the subject in therapeutic research.122 In research, the risks and benefits to be gained by experimental treatment are to be
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weighed against the risks and benefits of applying the standard treatment. In other words, every patient should receive the best-proven treatment, even the control group. In Basic Principle #5, the requirement of obtaining informed consent may be waived entirely if “the physician considers it essential not to obtain informed consent.”

Often referred to as the therapeutic privilege, this concept is usually used in the context of medical treatment. Unfortunately, by permitting the physician to get around consent in research, the Declaration endorses a standard of informed consent that falls below the common law standard for consent to treatment.

Under the common law concept of “therapeutic privilege,” if the treating physician believes, in the specific circumstances of the particular patient, that informing the patient of the risks will be harmful, the physician need not obtain consent. Under the privilege, the process of obtaining informed consent must cause harm to the patient, not the patient’s refusal to consent. The privilege will not apply when the patient rejects an intervention suggested by the physician. If the interpretation of therapeutic privilege is that broad, the exception would swallow the rule, and the requirement of informed consent in treatment could always give way to the beneficence of physicians. In research, however, there is no known benefit to withholding informed consent from the subject, and therefore, the concept of therapeutic privilege is not valid. Instead, if the process of obtaining consent may injure the patient, then the subject should not be recruited for research.

The recent October 2000 revision of the Declaration of Helsinki removes this exception. Under the revised Declaration, the investigator, in potentially therapeutic experiments, can no longer decide for the subject whether consent is necessary. The revised Declaration further requires that separation of treatment and research should be made clear to the patient, although it describes no method to effectuate this requirement. The current revision also strengthens and clarifies the stance that placebo arms, or control groups receiving no treatment, are not ethical, unless no alternate accepted treatment exists. All patients must receive the best, known treatment and receive full disclosure of all the physician’s relevant financial interests. In the remainder of the Declaration of Helsinki, the WMA delineates the ethics of the research itself.

To rely solely on the physician / investigator’s beneficence and ethics in research
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would violate the Nuremberg Code. The distinction between research and treatment fundamentally concerns the unknown. While research involves interventions with unknown outcomes,\textsuperscript{134} the outcomes in medical research, as defined by the \textit{Belmont Report}, are already accepted and known.\textsuperscript{135} Whether the research is therapeutic or purely non-therapeutic, the benefit is unknown. Therefore, the requirement of maintaining a subject’s autonomy is fundamental,\textsuperscript{136} and informed consent should be a requirement.

Research, in contrast to treatment, is further described as a rigid protocol for the advancement of knowledge and the potential benefit of society at large. The protocol is not varied based on the individual needs of subjects.\textsuperscript{137} This protocol is in contrast to treatment, where the intervention is tailored to the individual patient’s best interest. If the initial action proves unbeneﬁcial for the individual, then the physician reassesses the treatment and changes course. In this manner, the best interest of the patient directs the suggested treatment. For research, particularly protocol-driven research, the individual is treated as part of a larger group. The assignment of subjects to protocols is not directed by the subjects’ best interest. The research protocol cannot be altered even if another course might be better. The constraints of research are consequently much more rigid than those of treatment.

This distinction between research and treatment is not always clear.\textsuperscript{138} Nancy King suggests, in Hastings Center Report, that this distinction should be dropped and the standard for informed consent should be the same in both categories.\textsuperscript{139} King’s solution involves a meaningful discussion between the patient/subject and the physician/investigator.\textsuperscript{140} However, her analysis fails to consider the intent-based distinction between research and treatment. In \textit{The Regulation of Human Experimentation in the United States-A Personal Odyssey}, Jay Katz also voices concern that the research-treatment distinction may allow investigators to label interventions as treatment, when they are, in fact, experimental.\textsuperscript{141}

I submit that the difference between research and standard treatment is not difficult in most instances. Medical malpractice is based on the physician’s

\textsuperscript{134} \textit{Belmont Report, supra} note 8, at 23,193 (“The term ‘research’ designates an activity designed to test an hypothesis, permit conclusions to be drawn, and thereby to develop or contribute to generalizable knowledge (expressed, for example, in theories, principles, and statements of relationships). Research is usually described in formal protocol that sets forth an objective and a set of procedures designed to reach that objective”).

\textsuperscript{135} \textit{Id.} (“For the most part, the term “practice” refers to interventions that are designed solely to enhance the well-being of an individual patient or client and that have a reasonable expectation of success. The purpose of medical or behavioral practice is to provide diagnosis, preventive treatment or therapy to particular individuals”).

\textsuperscript{136} \textit{Id.} at 23,196.
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deviation from the standard practice. Juries make this distinction on a regular basis, thus, it would seem plausible that we could make the same differentiation between research and treatment prospectively. Therapeutic experimentation, however, is an oxymoron because treatment and experimentation are distinct. Experimental interventions cannot be treatment until they become standard practice, and then, by definition, are no longer experimental.

Physicians who participate in clinical trials run by industry are well aware that these are experiments and not proven therapies; that is the reason for the study. The exception to the rule is the study physician acting alone, who tries a novel treatment for a particular ailment with no other intentions but to cure the patient. The ethical guidelines of the American Medical Association (AMA) stipulate that research on human subjects must be organized and protocol driven, so that valid scientific results can be obtained. Novel treatments by individual physicians would fail this test. These new treatments are not research; furthermore, the ethics and legal standing of a particular novel treatment depends on the particular treatment’s acceptance in the medical community, and the adequacy of informed consent. Unfortunately, the implementation of novel treatments without further research may lead to ineffective treatments becoming accepted practice. The later sections of this paper will discuss the importance of the physician/researcher’s intent and its relationship to the inviolate nature of informed consent in research.

D. Federal Regulation:

The government produced little regulation on research ethics until 1962. Until this time, the responsibility for the regulation of research and ethics rested on research institutions and investigators. This standard was analogous to the professional standard of disclosure, in informed consent for treatment, prevalent at that time. The beneficence of physicians was assumed to carry over into the realm of research. Society continued to rely on the professionalism of physicians to protect the autonomy, health, and well-being of the individual subjects of human research. The multiple infamous transgressions of individual autonomy in the name of research had yet to move the federal government to action. Interestingly, beginning in the 1940s, the Department of Defense and the Atomic Energy Commission devoted time and effort to discussing the ethics of experimentation. The Armed Forces Medical Policy Council, in 1952, adopted ethical principles from the Nuremberg Code as guidelines for research into atomic, biologic, and chemical warfare.
The debate over regulation of research grew as the press disclosed blatant violations of research ethics to the public. The first step in regulating research was in 1953 with the opening of the National Institutes of Health’s (NIH) Clinical Center.148 The NIH set up loose guidelines for subject consent, but these rules only applied to research performed in the Clinical Center and not to outside research funded by NIH.149 The restrictions were very limited, and applied solely to research with an unusual hazard.150 The consent requirement only applied to volunteer subjects, who had no possibility of benefiting from the research.151 Therefore, the regulations did not apply to patients. In 1962, the FDA began regulating clinical drug investigations, requiring proof of therapeutic efficacy in addition to the safety of the study.152 The FDA relied upon the constitutional power of the Commerce Clause to regulate all such investigations, regardless of the funding source. The FDA’s regulations applied to new drugs and to investigational devices.153

In 1966, the NIH, under the Public Health Service, issued a statement requiring prospective review of all proposed research funded by the Department of Health Education and Welfare.154 Congress codified these rules into federal regulations, with the most recent significant revision in 2005.155 These regulations, often referred to as the “Common Rule,” required institutional review boards to prospectively evaluate proposed human research. The role of these institutional review boards (IRBs) is to decentralize the control of research project oversight. Idealistically, IRBs exist to protect the subject’s rights and autonomy. Practically, IRBs’ members are primarily from the institution performing the research. The regulatory requirement is that IRBs have, at minimum, five members but only one member must be from outside the parent institution.156

The federal regulations applied only to research funded, or specifically regulated, by federal agencies.157 This restriction contradicted the FDA regulatory scheme, which applied more broadly, but applied only to investigational drugs and devices.158 In all other respects, the rules applied by the FDA are essentially the same as those applied to federally funded research. The section of the federal regulations on informed consent does not define this term nor does it delineate the process of
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obtaining consent. Instead, the federal regulation lists eight general elements of informed consent and outlines a method of documentation for it once obtained.

Section 46.117 also lists exceptions to the requirement of informed consent. Under this section, the requirements of informed consent may be waived if certain requirements are met, including if the research poses only minimal risk. The potential subjects do not decide if the risk is minimal, the decision is made for them. In fact, subjects never have the opportunity to evaluate the risk’s magnitude in deciding whether or not to participate in experimentation. This fact usurps the autonomy of the subjects, thereby violating the absolute requirement of informed consent in the Nuremberg Code. The exceptions to the requirement of informed consent in the Common Rule are set forth in 45 C.F.R. § 46.116, part d, and are as follows:

1. The research involves no more than minimal risk to the subjects;
2. The waiver or alteration will not adversely affect the rights and welfare of the subjects;
3. The research could not practicably be carried out without the waiver or alteration; and
4. Whenever appropriate, the subjects will be provided with additional pertinent information after participation.

These exceptions erode the protections of the Nuremberg Code. These exceptions put the decision of what information to disclose in the hands of the investigators or the reviewing IRBs. These rules subsume the individual’s free choice in the name of science.

The members of the IRB are almost all members of the institution applying for federal funding. Thus, do the regulations put “Dracula in charge of the blood bank”? This utilitarian approach to the advancement of science and medical treatment restricts the fundamental rights of bodily integrity and autonomy. Such balancing of benefits does not occur unless the opposing interest is a compelling state interest. The advancement of science and the acquisition of knowledge are
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not compelling state interests because they do not remediate immediate harms. To balance all possible benefits to society against the rights of individuals, exceptions can always be found for obtaining informed consent. The advancement of science does not override individual autonomy; therefore, there should be no balancing of a societal benefit against the risk to the individual.

The federal regulation serves to protect the institutions conducting the research, perhaps even more so than the subjects. The IRBs are not required to supervise consent, nor are there any guidelines for the process of obtaining consent. The regulation is very vague in its description of informed consent. The circumstances of obtaining informed consent are required to give the subject sufficient opportunity to consider whether or not to assent, and to minimize the possibility of coercion and undue influence. The regulation provides no clarification of what this process entails, nor are there guidelines for IRBs in evaluating compliance. The requirement of understanding for informed consent is not adequately addressed in the current federal regulation. The concept of voluntariness required for informed consent is given even less consideration in the Common Rule. Only the very general guidelines given above address that consent must be voluntary.

The current system of insuring the protection of research subjects is inadequate. IRBs play only a cursory role in reviewing studies. The definition of minimal risk is vague and relies on the IRB’s definition, and not on national reviews or standards. The IRBs’ role in reviewing the scientific value of the study perhaps is adequate, but that will not be discussed in this paper. The ability of an IRB to sufficiently protect the patient’s autonomy does not exist in the current system. A recent study shows that some IRBs only spend one or two minutes reviewing each study. Most IRBs
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in the U.S. consist primarily of scientists; therefore, the reviewing institutional body is similarly situated to the scientists/physicians who plan to conduct the study. The process of review can thus be equated to the early common law of informed consent in treatment. The early rule was the physician (professional) rule of disclosure, based on what the reasonable physician would disclose to their patient. As outlined above, the reasonable patient standard now replaces the professional standard with regard to disclosure.

The courts applied and ethicists suggested an analogous standard to use in research, or the reasonable subject standard of disclosure. This rule is not followed with IRBs. In other countries IRBs, or their equivalent, are made up of a much larger percentage of community members. For example, in the Dutch system, half of the IRB consists of non-scientist community members. Australia has a similar system, requiring a broader representation of laypersons on their review boards than in the U.S. The Department of Health and Human Services, Office of Inspector General suggested a large percentage of the IRBs should consist of laypersons from the community. The larger number of community members makes the board better able to assess what information the “reasonable subject” would require in order to make an informed decision regarding whether to participate in a study or not. The criticism of these community IRBs is that the members cannot understand the science or the value of the research. This criticism, in a nutshell, exemplifies the problem with the current system and the prevalent attitude in the scientific community. If the potential subject cannot at some level understand the science, as well as the risks and benefits of the study, voluntary informed consent would be impossible to obtain. However, the subject’s understanding should not be viewed as an obstacle to scientific and medical progress, but as an integral part of human subject research. Understanding is necessary to maintain individual autonomy and the integrity of the medical and scientific communities.

The criticism that the lay public may accept scientific studies with unacceptable scientific validity would make community review boards (CRBs) inadequate. That criticism presents a very different argument from an assertion that CRBs cannot understand the science enough to evaluate the adequacy of disclosure. By setting up a dual review system, the government would solve the valid concern that unacceptable science may pass by the CRBs. The first review would be by a scientific review board, not unlike our current IRBs. They would evaluate the merit of the study on scientific grounds. If the study passed this first review, only then
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would it go on to review by the CRB consisting of primarily laypersons. To be valid, the laypersons should be the same make-up as the potential subjects of the experiment. The layperson CRB would determine the adequacy of disclosure and the process of consent.

Unfortunately, the increased funding available from governmental and private sources makes it more difficult for IRBs to adequately evaluate studies. IRBs are over burdened, and their current membership is inadequate to represent the interests of patients. Changes in the membership of the boards, and the addition of supervision of the process of informed consent should be instituted.

In 1995, President Clinton created the National Bioethics Advisory Commission, which released a draft report in December of 2000. The report detailed inadequacies in the federal oversight of human subject research and recommended major changes. At publication, the current administration of President George W. Bush and Congress has not yet acted on this report. The recommended changes included (among others):

1. Congress should create an independent office to oversee human research. Currently the Office for Human Research Protection (OHRP) is under the Department of Health and Human Services.
2. At minimum half of the members of IRBs must be from outside the institution. At minimum half are to be non-scientists.
3. All research should be covered, not only federally funded research.
4. University review boards should supervise the informed consent process under certain situations.

In the National Bioethics Advisory Commission’s (NBAC) draft policy they extensively outlined the history and reasoning for revamping the current federal scheme of research regulation. However, the piecemeal current system is failing in many respects.

Much of the newly proposed regulation is based on the principles set forth in the *Belmont Report*. The National Research Act of 1974 established the National
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Commission for the Protection of Human Subjects of Biomedical and Behavior Research (National Commission). The National Commission presented the *Belmont Report* to Congress in 1978 and published it in 1979. The major thrust of this report identified three basic ethical principles and applied these principles to research. These rules are: 1) respect for persons, 2) beneficence, and 3) justice. Respect for persons is the underlying ethical principle behind informed consent. Beneficence is translated into a risk verses benefit analysis for the subject. Justice was initially only applied to the selection of participants. A broader use of justice in experimentation now applies to those who will benefit from the research project, in relation to those who take the risk. This balance is particularly relevant in international studies, where the drug studied may not be available to the population who participates in the investigation. The principles in the *Belmont Report* are basic ethical principles. If implemented, they empower the individual without having autonomy and self-determination usurped, and the regulatory scheme will fall in line with the Nuremberg Code. The draft policy of NBAC awaits action by Congress and the President. The proposed regulations are a step in the right direction, but they will not protect the autonomy of subjects whose treating physicians assume the dual role of investigator because these proposals do not address the voluntariness of assent.

The importance of rigid regulation, oversight, and protection of human research subjects becomes increasingly urgent. Current experiments that violate human rights spurred most of this regulation, but violations continue to be uncovered even in the most prestigious universities. An increase in research funding leads to an increased number of research subjects. In 1986, federal funding for medical and health related research was $6.9 billion. This figure nearly doubled to $13.4 billion by 1995, and nearly doubled again to $25.7 billion in 2001. Only approximately half of that funding went to university research programs. An even more threatening change is the increasing privatization of research funding, which is growing at an even faster rate. During the same period from 1986 to 1995, private research funding tripled from $6.2 billion to $18.6 billion.

Pharmaceutical company research exploded in the past 20 years. In 1980, pharmaceutical companies funded $1.5 billion in research. By the year 2000, pharmaceutical companies spent $22.4 billion on human research, and more than
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$49.3 billion in 2004. Biotechnology and medical device company funded research also exploded in recent years. These companies’ roles on the research front became a formidable power.

The current regulation of research funded by industry only applies to drugs and investigational devices that are not yet approved. Under the current system, once approved, privately funded research with drugs and devices are no longer under the auspices of the FDA regulatory scheme. Further research projects would not be regulated, subject to the Common Rule or IRB review, unless the research is federally funded.

The dramatic increase in the amount of money available for research greatly increased the number of investigators in the U.S. The total number of investigators regulated by the FDA rose from 5,500 in 1990 to 25,000 in 1996. There are estimated to be a total of 50,000 investigators in the U.S. as of 2000. These increasing numbers makes the issue of regulation an imposing problem. History disproves the assumption that individual investigators, or their sponsoring institutions, will ensure compliance with research ethics. Systematic regulation and constraints are necessary, but individual potential subjects must remain empowered to make a free and informed choice regarding participation.

The face of health care changed dramatically in the last decade. Managed Care Organizations and competition for patients limited the availability of clinical funding for research. In response, academic institutions joined forces with industry in research endeavors. These joint ventures led to a set of conflicts of interest that had not previously been addressed by their review boards or on an institutional basis.

Industry sponsored research is not limited to academic institutions. In a CENTERWATCH REPORT, L. Henderson noted that only 40% of industry-sponsored research funding for clinical trials went to academic medical centers in 1994, whereas 80%...
went to academic medical centers in 1991. Private organizations managed the remainder of the industry-funded research. This trend spawned a new type of business, named Contract Research Organizations (CROs). CROs are private companies that manage research projects, instead of leaving their management to academic institutions. Another model of private research management is Site Management Organizations (SMOs), which use physician networks and dedicated facilities to manage research. Private physician practices are also sites for industry sponsored research and subject recruitment. From these examples, it is obvious that the old research model of investigations primarily sponsored by the federal government and performed at academic institutions changed.

The current system is likened to physicians acting as bounty hunters. Recruitment of subjects for industry sponsored research projects is a lucrative endeavor for physicians. Some pharmaceutical companies reimburse on a per capita basis for the recruitment of subjects. This financial reimbursement introduces another potential conflict of interest into the physician-patient relationship. Treatment, solely in the patient’s best interest, is vulnerable to compromise as a result of the financial interest of the physician/investigator in recruiting subjects. In the wake of decreasing reimbursement and tighter controls on physician practices and income, recruiting subjects is an enticing sideline activity. This change in the milieu of medical practice and the funding and performance of human research brings urgency to the need to overhaul the current system of research regulation. Patients must be protected from the research and related financial interests of their treating physicians.

History makes it clear that we cannot rely on physicians/investigators to self-monitor and regulate research activities. The Tuskegee Study, recent AIDS studies in Africa, the Brooklyn Chronic Disease Hospital case, and the Willowbrook State School Study, all lead to that conclusion. Many more indiscretions exist in the name of science. The bounds of research ethics are both an issue for society at large and the individual. Autonomy and self-determination must take precedence over the
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advancement of science.

PART IV: DEFICITS IN THE CURRENT REGULATORY SCHEME

The current system of regulation was made in response to specific episodes of patient’s rights violations. Regulation varies by federal institution and is not applied to all research. The NBAC draft policy refers to the current scheme as “cobbed.” The proposed changes to federal oversight of human subject research are a step in the right direction. Unfortunately, they only address some of the ethical violations in current medical and health care research. The majority of the regulations and proposed changes are aimed at the ethics of the research project itself and the understanding component of informed consent. The IRBs would be revamped under the proposal, which would help determine what projects were acceptable to society at large (or were even better to the proposed population of subjects). Scientific review for validity and value of the project would presumably continue. A new, independent federal office would oversee and enforce these new rules. Potential review of the process of informed consent would be helpful to insure disclosure and perhaps understanding by the subjects. The change in makeup of the IRBs membership would help insure this as well.

The federal regulations were revised on June 23, 2005, with unfortunately no significant change in the membership requirements for IRBs or in the requirements for informed consent. There were no substantive changes in the rules, including no change in the required elements of informed consent or in the method by which it is obtained. IRBs remain composed primarily of members of the parent institution with no change in the required spectrum of membership.

The current regulations, and those proposed by NBAC, only address the requirement that informed consent be voluntary, with respect to vulnerable populations. There is no discussion, nor are there any regulations, to insure that subjects in general are truly volunteers. Voluntary assent to participation is essential to informed consent. The issue of voluntariness comes to the surface when the treating physician is also the investigator. The patient-physician relationship impedes the ability of the patient to make a free choice.

Patients with illnesses are eager for treatment. Desperate hopes are easily manipulated. Patients trust in their physicians to act in their best interest. The suggestion of participation in a research project is often viewed as a recommendation for treatment. This conviction of benefit is not warranted. This distinction between treatment and research is hardest to make for those with the poorest prognosis. Every effort must be made to dispel this therapeutic misconception if we are to take informed consent seriously. The patient’s belief in the beneficence of
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their physician is the basis of the relationship. The belief that the doctor acts in their best interest cannot be removed merely by declaring that ‘this is an experiment and not treatment’.

The doctor-patient relationship can be viewed as a fiduciary relationship.226 The requirement of fidelity, candor and competence must be met or the duty of the doctor is violated. The tension between the roles of treating physician and investigator breaches the duty of fidelity. No longer is the patient’s best interest the sole concern or motivation for the physician/investigator’s recommended course of treatment or diagnostic scheme for the patient. This conflict of interest on the part of the physician cannot be obviated by disclosure. Candor will not fulfill the duty of fidelity. The tension between the interests of the investigator and the best interests of the patient (also presumably the physician’s interests) are too great to be compartmentalized. The risk of infringing on the patient’s autonomy and right to security of person are too great to leave to chance.

The Model Rules of Professional Conduct of Lawyers (MRPC) is another guide that may be helpful to apply to physicians/investigators.227 These rules can apply, with some modification, to the ethical conduct required of physicians. For example, MRPC 1.7 might be applicable to the case of informed consent obtained by treating physicians who assume the dual role of investigators.228 The physician’s duty is to act in the best interest of patients at all times, but the research interest brings interests adverse to the patient. The nature of the physician-patient relationship creates a conflict of interest in which the patient/subject cannot voluntarily consent, even if the physician offers full disclosure and the patient fully understands. MRPC 1.7 deals with the same issue regarding lawyers.229 Conflicts of interest between the lawyer and the client must overcome four hurdles before they are acceptable as delineated by MRPC 1.7 (b).230

228 Id. Rule 1.7 applies in the case of informed consent obtained by treating physicians, who assume the additional role of investigator.
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230 Id. at 1.7(b)
The first requirement for an exception is that the lawyer must reasonably believe that the conflict will not adversely affect the client’s interest. The MRPC indicates that when lawyers have a conflict of interest with their clients, they must obtain informed consent if the conflict is “waivable.” This conflict strains and may breach the fiduciary duty of a lawyer to their client, specifically the duty of loyalty (fidelity). If the conflict is material, and if it is reasonable to believe the conflict will have an adverse affect on the client, then the conflict cannot be waived. Without a reasonable belief by the lawyer that there will be no adverse affect to the client, then clients cannot consent to continued representation by their lawyers.

For treating physicians who assume the dual role of physicians/researchers, it will always be unreasonable to assume that a conflict will not adversely affect the patient’s interest. The general advancement of knowledge and other interest of the investigator are inherently adverse to the patient’s interests to be cured and to get the best medical care possible. Meanwhile, patients make the assumption that their doctor is also acting in their best interest to cure them.

MRPC Rule 1.8(a) prohibits lawyers from having pecuniary interests adverse to their clients, unless the following three requirements are met:

1. the transaction and terms on which the lawyer acquires the interest are fair and reasonable to the client and are fully disclosed and transmitted in writing in a manner that can be reasonably understood by the client;
2. the client is advised in writing of the desirability of seeking and is given are reasonable opportunity to seek the advice of independent legal counsel on the transaction; and
3. the client gives informed consent, in a writing signed by the client, to the essential terms of the transaction and the lawyer’s role in the transaction.

For lawyers with adverse pecuniary interests to continue to represent clients requires meeting these stringent rules. In medicine, even if pressed, I do not think we can meet these requirements where doctors have pecuniary interests adverse to their patients.

Another analogy to the MRPC is that lawyers can only restrict relationships with clients if done so expressly. This decision is not solely the lawyers’. In the physician-patient relationship, it is the patient’s perspective that counts. The doctor-patient relationship exists when the patient believes it does, unless the physician
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expressly terminates the relationship. Thus, if a patient believes the doctor-patient relationship exists, then the physician should offer only standard treatments, and never experimental research.

Performing research on subjects in the same venue, and within the same relationship, as their treatment, poses a threat to the patients’ bodily integrity and autonomy. The protection of these rights should be vigorously guarded. The violation of this protection can result in devastating consequences to the patient/subject.

Applying the tenets of the Nuremberg Code helps clarify this problem. The first rule of the Nuremberg Code requires informed consent as an inviolate component of subject participation in research. Under rule one “the voluntary consent of the human subject is absolutely essential.” For voluntary consent, the patient must: 1) have legal capacity to give consent; 2) be so situated so as to be able to exercise free choice; 3) have sufficient knowledge and understanding. In order to exercise free choice, the subject must be free from: force, fraud, deceit, duress, overreaching, and other forms of constraint or coercion. The issue of free choice is particularly relevant to treating physicians obtaining consent for a research project from their patients. The existing physician-patient relationship is a “form of constraint or coercion” on the patient/subject. This relationship makes the free power of choice an unreasonable assumption in research participation. Voluntary assent becomes impossible.

The interests of the parties and the nature of their relationship cause this loss of truly free choice. The physician-patient relationship is a relationship of trust under which the interests/intent of physicians is to cure or treat their patients. The physician is beneficent and the code of do no harm prevails. Physicians act only in the patient’s best interest. Of course, this situation is the ideal, and there are exceptions. However, patients will act as if the relationship continues even as they become a subject. Their decision to participate will be made within this coercive physician-patient relationship and therefore cannot be truly voluntary.

The interest or intent of the investigator is quite different from that of the physician. The interest of the patient is no longer the only interest and often is not the preeminent interest of the physician/investigator. There are many interests of
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investigators, which include obtaining or renewing grants, advancing science, receiving financial gain, getting promotions and achieving prestige. At minimum, these interests dilute the motivations of treatment and create a conflict of interest.

The practice of medicine changes depending on the individual patient’s response to a particular intervention.\(^{244}\) If drug A does not have the desired effect, then the dose may be altered or a new treatment instituted. The timing of this change will vary from patient to patient, according to their specific condition and response.\(^{245}\) Scientific investigation is not so flexible.\(^{246}\) In most studies subjects are assigned to specific, predetermined protocols. These are set methods of treatment and diagnosis. If the trial is a randomized, controlled trial, there will be more than one arm or protocol of the study. Subjects will be assigned on a random basis.\(^{247}\) In many studies, one arm will be a control treatment or accepted practice.\(^{248}\) Often studies involve a placebo, which is no treatment. Placebo arms are thought by much of the scientific community to make it faster and easier to determine the efficacy of a new treatment,\(^{249}\) but this theory is debatable both scientifically and ethically.

Subjects in research protocols will not have the protocol altered for their benefit. The protocol is fixed, unless the subject withdraws from the study or if the study ends. The assignment of which arm of the study a subject is placed on is not a determination made in the subject’s best interest. The randomization is in the interest of science to further knowledge. The scientific method is not a mechanism to act in the best interest of the individual subject, but a means to advance scientific knowledge.\(^{250}\) The argument is made that the acquired knowledge will help future patients and society. I submit that the advancement of knowledge, or the benefit of future patients, is never a justification to use an individual as a means to an end.\(^{251}\)

Physicians/investigators often hold a personal belief of which treatment is the best. Even if the evidence is inadequate to make the treatment a proven or accepted practice, most investigators have a preference for one arm of the experimental
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A familiar way to conceptualize this is by inquiring which arm of the protocol they would use themselves or recommend to a family member. This belief is not communicated to their patients/subjects, nor can this preference be given to them because it would violate the scientific validity of the study. This example illustrates the tension between the role of physician and investigator. Investigators, by the nature of scientific experimentation, cannot always act in the best interest of their patient/subject. They cannot alter the protocol or preferentially assign the favored arm of the study to the patient. They cannot change the drug dose or the drug itself. Scientific protocols are rigid, but patient care is not.

In seeking care from a physician, patients’ interests and intentions seem clear. Patients go to the doctor to get well, to be treated, or to obtain information solely in their best interest. They trust in their physician. If they do not trust their physician, then patients go to another doctor or do not heed the doctor’s advice. Patients trust in their doctor’s professionalism, because doctors have knowledge that they do not have. Therefore, patients are on unequal footing with doctors. Patients assume that the doctor has no conflict that will affect their treatment; otherwise, they would not go to them. If patients and doctors were on equal footing concerning medical knowledge, the situation would be different. If it is assumed that patients would still go to the doctor, the relationship could be more of a partnership. No party would have the upper hand or undue influence on the other in their ability to make decisions. Disclosure and discussion with clear understanding by the patient would allow them to make a free choice but most patients are not in this situation.

There is a clear conflict of interest between the patient and the investigator. Patients want to be treated in their best interest and investigators want to advance science and achieve their professional goals. Viewing this, in the context of the inferior footing of the patient in the relationship with the physician, it is not reasonable to believe that the interests of the physician/investigator would not materially affect the interests of the patient. This conflict reinforces the violation of the fiduciary relationship when treating physicians become investigators and their patients/subjects.

Nearly all patients have substantially less knowledge than the physician to whom they go for help. This unequal footing and the nature of the relationship make it unreasonable to assume that patients can exercise free choice, when their physician recommends participation in a research project. The therapeutic misconception, the belief that treatment is being administered when the intervention is for research, is common. Even when patients sign consent for a research project, they still believe that they will gain at least some benefit. The doctor-patient relationship colors how patients make their decision on whether or not to participate in a study. The source
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of the suggestion impacts how the patient makes their decision. If the source of the suggestion is the treating physician, the subject loses the required voluntariness of informed consent.256

The situation of treatment differs in that the doctor does not have any conflict of interest and their suggested treatment is only in the patient’s best interest. There are exceptions to this case, including doctors with financial interests in pharmaceuticals or devices. The reliance of the patient on the physician’s beneficence and professionalism is not misplaced. It is unrealistic to believe that, by any reasonable amount of consultation, a patient can be brought up to the level of knowledge of the physician. In decision making patients always rely to some degree on their trust in physicians. It has been said that physicians can obtain consent from patients merely by how they present the alternatives, risks, and consequences.257

Separating the role of physician and investigator and dispelling the therapeutic misconception has been suggested as a solution to the tension of this dual role of physician and investigator.258 Even with an express notification, that the intervention is experimental and that there will be no benefit, patients will still believe that they will have a possibility of benefit. Like lawyers, doctors cannot just take off their professional hat when it suits their interest. Professionals cannot unilaterally change their relationship with clients or patients. The doctor-patient relationship is based on the patient’s belief that the physician acts in their best interest and to dispel this belief is to dissolve the relationship. The dual role cannot be undertaken without violating the free will of the patient and violating the Nuremberg Code. Voluntary consent cannot be obtained.

Vulnerable populations have their participation limited or are excluded from participation in experimentation because it is believed that they do not have the ability to exercise free will.259 Patients go to the doctor because they have some illness, are afraid, are in pain or are dying. They are vulnerable. They are in a position of inferior knowledge and seeking help from a person with expertise. The sicker the patient, the more pain they feel, the more vulnerable they become. The less one understands and the less treatment available, the more vulnerable patients become to opportunistic physician-investigators. Desperate hopes are easily manipulated. I believe that patients, like the recognized vulnerable populations, cannot exercise free, voluntary choice due to their situation and relationship with their physician.

The interests of the subject are often different from those of the patient. There are a variety of possible motivations of subjects. Some are subjects unknowingly; they believe they are being treated. For some it is the only way to receive new or novel treatments. These treatments may not be available outside of research protocols or the subject may not be able to afford them. They may believe it is in
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their best interest. Some people become subjects for financial gain, for payment. Often they ‘volunteer’ even if it is not in their physical or mental best interest.260 These conflicts between the subject and the patient create interesting problems. The issue pertinent here is that the duty of the physician is to treat the patient in their best interest. They should be advising patients on the proven course of action in their best interest. They should not take advantage of potential subjects based on these motivations. The roles of investigator and treating physician must be separate and distinct. These roles must be performed by separate individuals. The physician must not have any interest in the study, nor should they be recommending participation or obtaining consent for studies. The line between suggesting studies to patients and informing them of their existence is a difficult one. Physicians should not cross the line to researcher with their patients. They should not refer patients to any study in which they have a financial interest or as a co-investigator or otherwise. The nature of the physician-patient relationship will have an undue influence on the patient. Patients believe that the research is in their interest and that there is a likelihood of benefit but investigation is to elucidate the unknown. If there were a known benefit the project would be treatment, not research.

PART V: SUMMARY

I have argued for a per se rule prohibiting treating physicians from assuming the dual role of researcher with their patients. The current regulations and the proposed changes do not adequately address the breach of fiduciary duty and the inability of the subject/patient to give voluntary, informed consent. The relationship between doctor and patient is unusual in that patients trust physicians with their life and well being. Patients make their decisions regarding treatment with limited knowledge, because of their belief that the motivation of the physician is aligned with their best interest. That common goal is lost when the physician becomes the researcher. The stakes are too high and the knowledge of the negative consequences too disparate to assume that patients can separate advice from their physician acting in the dual role of researcher. The dichotomy of the roles, with their diverse interests, will not be understood or appreciated by most patients. Patient’s trust will be misplaced, resulting in the loss of their ability to exert their free will. The voluntariness required for their consent to human research will be lost.

In the health care arena the doctor-patient relationship requires a much higher degree of professionalism, than any other relationship. Nurses could, in most situations, recruit patients for research, without disrupting their ability to give voluntary informed consent. Most other ancillary care providers do not engender the degree of trust and professionalism present in the doctor-patient relationship. What would remain important is that the patient/subject’s treating physician, remains the physician to a potential research subject. They should remain in the position of being able to offer unbiased advice to their patients, to help direct choices of treatment solely in the best interest of the patient. The treating physician would then

be available to consult with researchers regarding possible enrollment of their patients in research projects. This is analogous to lawyers with a conflict sending their clients to independent counsel.

Science progressed an immeasurable distance in the fifty-eight years since the Nuremberg Code. The tenets of ethical research, however, remain the same. The changes in how scientific investigation is undertaken and funded have brought the ethics of human experimentation to the forefront once again. The coercive nature of the doctor-patient relationship, and the unusual degree of trust that patients put in their physicians, creates a fiduciary relationship. The current procedural and substantive human research protections are inadequate. They only protect the subject with respect to disclosure, and to a lesser degree, understanding. There are currently no procedural or substantive protections for the voluntariness of the consent to be a subject, unless you are in a designated vulnerable population. The time to act to protect basic human rights is now. Free will or voluntariness of informed consent remains essential to ethical research. This is not addressed by the current regulatory scheme or by the prior NBAC recommendations. The protection of human subjects in experimentation requires a per se rule prohibiting treating physicians from assuming the dual role of investigator. Without such a rule patient/subjects lose the voluntariness required for free informed consent.