Abstract:
We present a class of latent embedding models that are discriminatively trained to map from the content in a query-document or document-document pair to a ranking score. Like latent semantic indexing (LSI), our models take account of correlations between words (synonymy, polysemy). However unlike LSI, our models are trained with a supervised signal directly on the task of interest, which we argue is the reason for our superior results. We provide an empirical study on several tasks, including document retrieval, image annotation and ranking and music recommendation.

We also describe several extensions:
- Optimizing the top of the ranked list.
- The nonlinear case.
- Dealing with ambiguity in the query.
- Providing diversity in the results.
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